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1. BACKGROUND THEORY

Definition 1.1 (Monoids). A monoid is a set S equipped with a single operation - obeying the
following axioms

e Closure For all a,b€ S, a-be S

e Associativity For all a,b,c € S, (a-b)-c=a- (b-¢c).

e Identity There exists an element e in S such that eca=a=a-eforall a € S.

Definition 1.2 (Groups). A group is a set equipped with an operation - obeying the axioms of

associativity, existence of inverses, and existence of an identity.

Definition 1.3 (Abelian Groups). An abelian group is a group where the operation - is commuta-

tive.

Definition 1.4 (Cyclic Groups). A cyclic group is a group that can be generated by a single
element (z) = {2" |z € Z}

Definition 1.5 (Subgroup). A subset H of a group G is a subgroup of G if and only if H is
non-empty and for all z,y € G

o Ifr,yc Hthenz-ye H
e Ifz € Hthenz!eH.

Definition 1.6 (Normal Subgroup). A subgroup K of a group G is said to be normal in G if
g Ykg € K for all k € K and g € G. Equivalently, the subgroup K is normal in G if ¢7'1Kg = K,
or gK = Kg for all g € G.

Definition 1.7 (Quotient Group). If G is a group and H is a subgroup, we can form the quotient

group G/H as follows. Defining the equivalence relation as follows: for all z,y € G,
x~yifr=uyh
for some h € H. The set
xH ={zh|h € H}

is called the left coset containing x. These cosets partition GG, and the number of cosets of H in G

is denoted by [G : H]. By Lagrange’s Theorem, we have

e G|
G H) =

Now, letting K be a normal subgroup of G, we have the following. THe set of al cosets in G
forms a group, with multiplication satisfying (zK)(yK) = 2zyK for all z,y € G.

Definition 1.8 (Solvable Groups). A group G is solvable if there is a chain of subgroups

1=Gyp<G1 <Gy« <G =G
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where each G; is normal in G,;1 and the quotient groups G, y1/G; is abelian for all i.

Corollary 1.9. The finite group G is solvable if and only if for every divisor n of |G| with
ged(n, |%|) = 1, G has a subgroup of order n.

Corollary 1.10. Let N be normal in G. If N and G/N are solvable, then G is solvable.

Theorem 1.11 (Subgroups of Cyclic Groups). Let G = () be a cyclic group. Then we have the
following.
e Every subgroup of H is cyclic. More precisely, if K < H, then either K = {1} or K = (z%),
where d is the smallest positive integer such that ¢ € K.
o If|H| = 0o, then if a # b, then (x%) # ().
o If |[Hl = n < oo, then for each positive integer a dividing n there is a unique subgroup

of H of order a. This subgroup is the cyclic group (z%), where d =

23

. Furthermore, the

subgroups of H correspond bijectively with the positive divisors of n.
Definition 1.12 (Homomorphism of Groups). A map ¢ : G — H is a homomorphism if and only
if
o o(xy) = p(x)p(y) for all x,y € G

Definition 1.13 (Isomorphism of Groups). A map ¢ : G — H is an isomorphism of groups if and
only if
e ¢ is a homomorphism.

e ¢ is a bijection.

Definition 1.14 (Symmetric Groups). The symmetric group of order n is the set of all permutations

of the finite set {1,2,...,n}, with the operation being composition of permutations.

Proposition 1.15 (Properties of the Symmetric Groups). Let S,, be the symmetric group of order

n. Then we have
e |S,| =n!

e S, is non-abelian for alln > 3.

Definition 1.16 (Elementary Symmetric Functions). Let z1,zs,..., 2, be indeterminates. Then

the elementary symmetric functions sy, s, ...,s, are defined by
S1=x1+x2+ -+,
S = X1T2 + X1T3 + -+ - + TaX3 + ToXg + -+ - Tp—1Tn
Sp = T1X2 """ Tp

Definition 1.17 (Symmetric functions). A function f(x1,22,...,2,) is called symmetric if it is

not changed by any permutation of the variables x1, o, ..., z,.
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1.1. Solving Polynomial Equations. We have explicit solutions for solving polynomials of de-
grees two and three. Polynomials of degree two are solved using the quadratic equation. Polynomials

of degree three are solvable using Cardano’s Method

2. GENERAL RING THEORY

Definition 2.1 (Rings). A ring R is a set equipped with two binary operations + and x satisfying
the following axioms
e (R,+) is an abelian group - impyling the existence of negatives, a zero element, and
commutative addition.
e X is associative: (a X b) x c=a x (bx c¢) for all a,b,c € R

e Multiplication distributes over addition:
(a+b)yxec=(axec)+(bxc) cx (a+b)=(cxa)+ (cxb)

A ring is commutative if multiplication is commutative.
A ring is said to contain an identity if there is an alement 1 € R such that 1 x a =a x 1 = a for
all a € R.

Definition 2.2 (Zero divisors). A non-zero element a € R is called a zero divisor if there is a

nonzero element b € R such that either ab =0 or ba = 0.

Definition 2.3 (Field). A field can be defined in several ways.
e A field is a commutative ring F' with identity 1 # 0 such that every non-zero element a € F
has a multiplicative inverse.

e A field is a commutative ring F' with identiy 1 # 0 in which every nonzero element is a
unit, i.e. F* =F — {0}.

Definition 2.4 (Unit). Assume a ring R has identity 1 # 0. Then an element u of R is called a
unit if there is some v € R such that uv = vu = 1. The set of units in R is denoted R*. Te set of

units in R form a group under multiplication, denoted the group of units of R.

Definition 2.5 (Integral Domain). An integral domain is a commutative ring with identity 1 # 0

with no zero divisors.

Corollary 2.6 (Cancellation property). Let R be an integral domain. Then for any a,b,c € R, if

ab = ac, then either a =0 or b= c. ab = ac
Corollary 2.7. Any finite integral domain is a field.

Definition 2.8 (Subring). A subring of a ring R is a subgroup of R that is closed under mul-
tiplication. Alternatively, a subset S of a ring R is a subring if the operations of addition and

multiplication in R when restricted to S gives S the structure of a ring.
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Corollary 2.9. To show a subset of a ring R is a subring it suffices to check that it is nonempty

and closed under subtraction and under multiplication.

Definition 2.10 (Characteristic of a Ring). The characteristic of a ring, char(R), is defined as the

smallest positive number n such that n x 1 =0

Example 2.11 (Examples of Rings). The set of all n x n matrices over a ring R is a ring, denoted
by Mat,, (R).
Let x be indeterminate, and let R be a commutative ring with identity 1 # 0. The set of all
formal sums
ant™ + ap1x" V- +arz 4 ap

with a; € R is the polynomial ring R[z].
2.1. Homomorphisms, kernels, images. This section deals with maps between rings R and S.

Definition 2.12 (Homomorphisms of Rings). Let ¢ : R — S be a map between two rings R and
S. Then ¢ is a ring homomorphism if and only if

o p(a+0b)=p(a)+ o(b)

* p(ab) = p(a)p(b)

. f(1)=1

Corollary 2.13. The image of a ring homomorphism ¢ is a subring of S.

Definition 2.14 (Kernel of a Homomorphism). The kernel of a ring homomorphism ¢, denoted
ker ¢, is the set of elements R that maps to 0 € S, i.e. the set of all a € R such that ¢(a) = 0.

Corollary 2.15. The kernel of a homomorphism ¢ is a subring of R. Furthermore, if a € ker ¢,

then ra an ar € ker ¢ for all r € R, i.e, ker ¢ is closed under multiplication by elements in R.

Example 2.16. Let R be a subring of a commutative ring T', and let @ € T. Then the function

eval, : R[x] — T is a homomorphism.
2.2. Ideals, Quotient Rings, and Isomorphisms.

Definition 2.17 (Ideal of a Ring). A subset I of a ring R is an ideal of R if and only if the following
conditions all hold.

e [ is nonempty

ea+belforalabel

e —zclforallzel

e ax,xa€ l forallz €I and a € R.

Corollary 2.18. The kernel of a homomorphism ¢ is an ideal of R.
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Proposition 2.19 (Cosets of an Ideal). Let I e an ideal in a ring R. The equivalence relation =
defined by a = b if and only if a — b € I is an equivalence relation on the ring R, partioning the

ring into a set of equivalence classes v+ I with r € R called the cosets of I in R

Definition 2.20 (Quotient Ring). Let R be a ring and let I be an ideal of R. Then the additive
quotient group R/I is a ring under the binary operations:
e r+D)+(s+I)=(r+s)+1
o r+I)x(s+I)=(rs)+1
The elements of R/I are precisely the cosets of I in R.

Theorem 2.21. Let I be an ideal in the ring R. Then the mapping ¢ : R — R/I given by

ola) = a+ I is a surjective homomorphism with kernel 1.

We can collect these results into the following theorem, known as the First Isomorphism

Theorem.

Theorem 2.22 (First Isomorphism Theorem). Let R and S be rings, and ¢ : R — S a homomor-
phism of rings. Then the kernel of ¢ is an ideal of R, the image of ¢ is a subring of S, and there
is an isomorphism v : R/ ker ¢ — ¢(R) such that ¥(r + ker ¢) = o(r).

Theorem 2.23 (Second Isomorphism Theorem). Let R be a ring. Let S be a subring and let I be
an ideal of R. Then S+ 1 ={s+i|s € S,i € I} is a subring of R, SN I is an ideal of S, and
(S +1)/I is isomorphic to S/(SNI).

Theorem 2.24 (Third Isomorphism Theorem). Let I and J be ideas of R with I C J. Then J/I
is an ideal of R/I and (R/I)/(J/I) is isomorphic to R/J.

2.3. Classification of Ideals.

Proposition 2.25 (Sum, Product, Intersection of Ideals). Let I and J be ideals of R. Then
o The sum of I and J, I+ J, is equal to {a +b|a € I,be J}.
e The product of I and J, IJ, is equal to the set of all finite sums of elements of the form ab
witha € I, b€ J.
o The intersection of ideals, I N J, is defined simply as I N J.
It can be shown that the sum I + J of ideal I and J is the smallest ideal of r containing both I

and J, and the product 1J is an ideal contained in I N J, but can be strictly smaller.

Corollary 2.26. Let I = aZ,J = bZ. Then we have I + J = dZ, where d = GCD(a, b). We also
have that I.J = abZ, and I N J = LCM(a, b)

Definition 2.27 (Principal Ideal). Let R be a commutative ring. An ideal that can be generated

by a single element, of the form aR for some a € R, is called a principal ideal.
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Corollary 2.28. Every ideal in the ring Z is principal.
Proposition 2.29. Let I be an ideal of a ring R. Then I = R if and only if I contains a unit

Proposition 2.30. Let I be an ideal of a commutative ring R. Then R is a field if and only if its
only ideals are 0 and R.

Definition 2.31 (Maximal Ideal). An ideal M in an arbitary ring S is called a maximal ideal if
M # S and the only ideals containing M are M and S.

Proposition 2.32. Asume R is commutative. Then the idela M is a maximal ideal if and only if
the quotient ring R/M is a field.

Definition 2.33 (Prime Ideal). Assume R is commutative. An ideal P is called a prime ideal if
P # R and whenever the product ab of two elements a,b € R is an element of P, then at least one
of a and b is an element of P.

The definition is motivated by the following example. Let n be a nonnegative integer. Then nZ
is a prime ideal provided n # 1 and every time the product ab of two integers is an element of nZ,
at least one of a,b is an element of nZ. This is equivalent to stating that whenever n divides ab, n
must divide a or divide b. Thus, n must be prime. Thus, the prime ideals of Z are simply the

ideal pZ of Z generated by prime numbers p together with the ideal 0.

Proposition 2.34. Assume R is commutative. Then the ideal P is a prime ideal in R if and only

if the quotient ring R/P is an integral domain.
Corollary 2.35. Assume R is commutative. Then every maximal ideal of R is a prime ideal.

Proof. If M is a maximal ideal then R/M is a field. As a field is an integral domain, we thus have
that R/M is an integral domain, and thus M is a prime ideal. O

3. INTEGRAL DOMAINS

Definition 3.1 (Field of Fractions). Let R be a commutative ring. Let D be any nonempty subset
of R that does not contain 0, does not contain any zero divisors, and is closed under multiplication.
Then there is a commutative ring @ with 1 such that @ contains R as a subring and every element

of D is a unit of Q. The ring @ has the following additional properties.

e Every element of @ is of the form rd~! for some »r € R and d € D. In particular, if
D = R — {0}, then @ is a field.

e The ring @ is the smallest ring containing R in which all element of D become units, in
the following sense - Any ring containing an isomorphic copy of R in which all the elements

of D become units must also contain an isomorphic copy of Q.
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Definition 3.2 (Divisibility). Let R is a commutative ring. Let a,b € R. Then we say that a
divides b if and only if b = ca for some ¢ € R. We write a|b if a divides b.

Definition 3.3 (Units, Irreducibles, Primes, Associates). Let R be an integral domain - a commu-
tative ring with 1 % 0 with no zero divisors. Then we have the following.

e An element ¢ € R is a unit in R is an element such that there exists b € R where
ab=ba = 1.

e Suppose r € R is nonzero and is not a unit. Then r is called irreducible in R if whenever
r = ab with a,b € R, at least one of a or b must be a unit in R. Otherwise, r is said to be
reducible.

e The nonzero element p € R is called prime in R if the ideal (p) generated by p is a prime
ideal. Alternatively, if R is a commutative ring, and p € R. We say that p is prime if it
is nonzero and not a unit, and the following condition holds: for all a,b € R, if p|ab then
either pla or p|b.

e Two elements a and b differing by a unit are said to be associate in R (i.e., a = ub for

some unit « in R).
Proposition 3.4. In an integral domain a prime element is always irreducible.

Proof. Suppose (p) is a nonzero prime ideal and p = ab. Then ab = p € (p), so by the definition of
prime ideal one of a or b, say a, is in (p). Thus a = pr for some r. This implies p = a = prb, and

so 7b = 1. Thus b is a unit. This shows that p is irreducible. O

Definition 3.5 (Principle Ideal Domains). A Principle Ideal Domains (PID) is an integral

domain in which every ideal is principal.

Definition 3.6 (Unique Factorisation Domains). A Unique Factorisation Domain (UFD) is
an integral domain R in which every nonzero element r € R which is not a unit has the following
two properties:
e 7 can be written as a finite product of irreducibles p; of R (not necessarily distinct)
e The decomposition above is unique up to associates: if r = q1¢s ... ¢, is another fac-
torisation of r into irreducibles, then m = n and there is a renumbering of the factors so

that p; is associate to g;.
Theorem 3.7. Every principle ideal domain is a unique factorisation domain.
3.1. Greatest Common Divisor, Euclidean Algorithm.

Definition 3.8 (Greatest common divisor). Let R be a principal ideal domain and a,b nonzero

elements of R. An element d € R is called a greatest common divisor of a and b if

(1) d|a and d|b, and
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(2) for all e € R, if e|a and e|b then eld.

Proposition 3.9 (Existence and properties of the GCD). Let R be a principal ideal domain, and
a,b € R nonzero elements. Then
e There is an element d € R which is a greatest common divisor of a and b, and every
associate of d is also a greatest common divisor of a and b.
e The greatest common divisor is unique up to associates.
o An element d € R is a greatest common divisor of a and b if and only if d|a, d|b and there
erist r,s € R such that d = ar + bs.
e An element d € R is a greatest common divisor of a and b if and only if aR + bR = dR.

Definition 3.10 (Euclidean Algorithm). This operation works in Euclidean Domains - domains
where we can define a degree function measuring the size of each element. Given a,b € R, calculates
the GCD of a and b. Operates as follows:

While b # 0 - set a,b = b, Rem(a, b)

where Rem(a, b) is the remainder of a upon division by b.
Theorem 3.11. Fvery Principle Ideal Domain and Unique Factorisation Domain is a Euclidean

Domain.
Definition 3.12 (Gaussian Integers). The Gaussian Integers G are defined as Z[i], the set {a +
bila,be Z}.

Let a = a + bi € G. Define the norm N(a) = aa = a? + b?.

We have the following theorem, due to Fermat.

Theorem 3.13. The prime p is the sum of two integer squares, p = a> + b%,a,b € Z, if and only
if p=2 orp=1mod4. This representation is essentially unique up to signs and interchanging
elements.

Secondly, the irreducible element in in the Gaussian integers G are as follows.

o 1 + i (with norm 2)
e The primes p € Z with p = 3 mod 4 (with norm p?)
o a+bi,a— bi, the distinct irreducible factors of p = a® + b% for primes p with p =1 mod 4.

Proof. COMPLETE THIS! O
3.2. Polynomial Rings.

Definition 3.14 (Polynomial Ring). Let = be indeterminate, and let R be a commutative ring
with identity 1 # 0. The set of all formal sums

ant™ + ap12" V- +ayz 4 ag

with a; € R is the polynomial ring R|x].
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Proposition 3.15. Let R be an integral domain. Then

e degp(x)q(z) = degp(x) + degq(x) if p(x), () are non-zero.
e The units of R[x] are the units of R.

e R[x] is an integral domain.

Proposition 3.16. Let I be an ideal of the ring R, and let (I) = I[x] denote the ideal of R|x]
generated by I (the set of all polynomials with coefficients in I). Then we have

Rlz/(I) = (R/1)[x]

Theorem 3.17. Let F be a field. The polynomial ring F|x] is a Euclidean Domain. Specifically, if
a(x) and b(x) are two polynomials in F[x] with b(x) nonzero, then there are unique q(z) and r(x)
in F[z] such that

a(z) = q(x)b(x) +r(x)
with r(xz) =0 or degr(x) < degb(x).

Theorem 3.18. If F is a field, then F[z] is a Principal Ideal Domain and a Unique Factorisation

Domain.

Theorem 3.19 (Gauss’s Lemma). Let R be a UFD with field of fractions F' and let p(x) € R[z].
If p(z) is reducible in Fx] then p(x) is reducible in R[x].

Corollary 3.20. R is a UFD if and only if R[z] is a UFD.

Proposition 3.21. Let F be a field and let p(x) € Flx]. Then p(z) has a factor of degree one if
and only if p(x) has a root in F, i.e., there exists a € F with p(a) = 0.

Corollary 3.22. A quadratic or cubic in F[z] is reducible if and only if it has a root in F.
Our next theorem gives us conditions on the roots of polynomials with integer coefficients.

Theorem 3.23 (Rational Roots Theorem). Let p(x) = a,a™ + ap_12" 1 + -+ + a1z + ap € Z[x].
If £ € Q is a root of p(x) and r,s are relatively prime, then r|ag and s|a,. In particular, if p(z)
is monic and p(d) = 0 for all integers d dividing the constant term ag of p(x), then p(xz) has no

roots in Q.

The following theorem gives conditions on the reducibility of a polynomial modulo some proper
ideal.

Theorem 3.24. Let I be a proper ideal in the integral domain R and let p(x) be a non-constant
monic polynomial in R[zx]. If the image of p(x) in (R/I)[x] cannot be factored in (R/I)[z] into two

polynomials of smaller degree, then p(z) is irreducible in R[z].
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Example 3.25. Consider the polynomial p(x) = 22 + x + 1 € Z[z]. Then, reducing modulo 2, we
see that p(z) is irreducible in Z[z].

Our next theorem, Eisenstein’s Irreducibility Criterion, applied to the ring Z[x] is stated below.

Theorem 3.26 (Eisenstein’s Criterion for Z). Let p be a prime in Z and let f(z) = apz™ +
ap_12" "L+ a1 + ag € Zlx]. Suppose p divides a; for all a;,i € {0,1,...,n — 1}, p does not

divide a,,, and p* does not divide ag. Then f(z) is irreducible in Q[x].

4. FIELDS

Definition 4.1 (Field Extension). If K is a field containing the subfield F', then K is said to be

an extension field, or simply and extension, of F', denoted K/F.

Definition 4.2 (Degree of an Extension). The degree of a field extension K /F, denoted [K : F],
is the dimension of K as a vector space over F'. The extension is said to be finite if [K : F] is finite,

and infinite otherwise

Theorem 4.3. Let F' be a field and let p(x) € Flx] be an irreducible polynomial. Then there exists
a field K containing an isomorphic copy of F in which p(x) has a root. identifying F with this

isomorphic copy shows that there exists an extension of F in which p(x) has a root.

Proof. Consider the quotient

K = Flz]/(p(z))
of the polynomial ring F'[x] by the ideal generated by p(z). As p(z) is irreducible in the PID F[z],
the ideal generated by p(x) is a maximal ideal. Thus, the quotient F[z]/(p(x)) is a field. The
projection 7 of F[z] to the quotient F[z]/(p(x)) restricted to F C F[x] gives a homomorphism
¢ =7|p: F'— K which is not identically zero, and hence ¢(F) ~ F.

If T = 7(x) denotes the image of  in the quotient K, then we have

(since 7 is a homomorphism)

mod p(z) in Flz]/(p(x))

Thus K contains a root of the polynomial p(z). Hence, K is an extension of F' in which the

polynomial p(z) has a root. O

Our next theorem allows us to understand the field K = F[z]/(p(x)) more fully, by having a
simple representation for the elements of this field. Since F' is a subfield of K, we might ask in

particular for a basis for K as a vector space over F'.
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Theorem 4.4. Let p(z) € F[z] be an irreducible polynomial of degree n over the field F, and let
K be the field F(z]/(p(z)). Let 8 = x mod (p(z)) € K. Then the elements

1,0,0%,...,6m!

are a basis for K as a vector space over F, so the degree of the extension is n, i.e., [K : F] = n.
Hence,

K:{a0+a19+a292+~--+an_19"_1|aiEF}

consists of all polynomials of degree less than or equal to n in 6.

Proof. Let a(z) € F[z] be any polynomial with coefficients in F'. Since F'[z] is a Euclidean Domain,
we may divide a(z) by p(x):

a(z) = q(z)p(z) + r(z)
It thus follows that a(xz) = r(z) mod (p(z)), which shows that every residue class in F[z]/(p(x)) is
represented by a polynomial of degree less than n. Hence the images 1,6,62,...,0" Y of 1,z, 22, ...
in the quotient span the quotient as a vector space over F'. We now show these elements are linearly
independent, and so form a basis for the quotient over F. If the elements 1,6, 62,...,0" ! were not

linearly independent in K, then there would be a linear combination
bo + 10 + bo6* + -+ by 160" =0
in K, with b; € F' not all equal to zero. This is equivalent to
bo + 010 +b260% + -+ b, 10" = 0 mod (p(z))

i.e., p(z) divides the above polynomial in 2. But degp(z) > deg >" " b;z?, and so by contradiction

we have the above elements are a basis for K over F'. Thus deg K F = n. O

Proposition 4.5. The above theorem gives us a formula for elements of the field K. Let K be an
extension of F, and a(0),b(0) € K. Then addition is defined as usual, and multiplication in K is
defined as

a(0)b(0) = r(0)

where r(x) is the remainder obtained upon dividing the polynomial a(x)b(x) by p(x) in F|x]

Definition 4.6 (Simple Extension). If the field K is generated by a single element « over F, then
K = F(«a), then K is said to be a simple extension of F' and the element « is called a primitive

element for the extension.

Theorem 4.7. Let F be a field and p(x) € F|x] be an irreducible polynomial. Suppose K is an
extension field of F' containing a root a of p(x), thus p(a) = 0. Let F(a) denote the subfield of K
generated over F by a. Then

Fa) = Flz]/(p(x))
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Proof. Consider the natural homomorphism
p: Flz] > Fla) CK
a(z) — ala)

Since p(a) = 0 by assumption, we have that the element p(z) is in the kernel of ¢, and so we obtain
an induced homomorphism

¢ : Flz]/(p(x)) = F(a)
Since p(z) is irreducible, we have that the quotient ring is a field, and as ¢ is not identically zero,

we must have ¢ is an isomorphism. O

We now prove a theorem regarding the different roots of an irreducible polynomial. Consider
the equation p(r) = 23 — 2. Adjoining any of the three roots produces the same field extension (up

to isomorphism). This is known as the Isomorphism Extension Theorem.

Theorem 4.8 (Isomorphism Extension Theorem). Let ¢ : F'+— F' be an isomorphism of fields. Let
p(x) € Flx] be irreducible and let p'(x) € F'[x] be the irreducible polynomial obtained by applying
the map @ to the coefficients of p(x). Let a be a root of p(x) (in some extension of F), and let B

be a root of p'(x) in some extension of F'. Then, there is an isomorphism
o: F(a)— F'(B)
a—f
mapping o to B and extending p, i.e., such that o restricted to F is the isomorphism .
Proof. The isomorphism ¢ induces a natural isomorphism from F[z] to F'[x] which maps the

maximal ideal (p(x)) to the maximal ideal (p’(x)). Taking quotients by these ideals, we have the

following isomorphism of fields
Flz]/(p(z)) = F'[2]/ (P (x))
and as the above fields are isomorphic to F(a) and F’(8), respectively. O

In the following, let K be an extension of F.

Definition 4.9 (Algebraic Elements and Algebraic Extensions). An element « in K is said to be
algebraic over K if « is a root of some nonzero polynomial f(x) € F[z]. If « is not algebraic then
it is transcendental over F. The extension K /F is said to be algebraic if every element of K is

algebraic over F'.

Proposition 4.10 (Minimal polynomials). Let o be algebraic over F. Then there is a unique
monic irreducible polynomial mq, p(x) € Flz] which has o as a root. A polynomial f(z) € Flx] has

a as a root if and only if mq, p(x) divides f(x) in Flx].
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Proof. Let g(x) € F[x] be a polynomial of minimal degree having « as a root. Multiplying g(x) by

a constant, we have g(x) is monic. Supposing the g(z) were reducible in F[z], then

9(x) = a(z)b(z)

with a(z),b(x) having degrees less than degg(x). Yet as g(a) = 0, then either a(a) or b(«) are
zero, contradicting the minimal degree of g(z).

Suppose now that f(x) € F[z] is a polynomial having « as a root. By the Euclidean Algorithm
in F[z], there are polynomials ¢(x),r(z) € F|x] such that

f(z) = q(z)g(x) +r(x)
with degr(z) < degg(z). Then f(a) = g(a)q(a) + r(a) = r(a) = 0, and thus r(z) = 0 by
minimality of g(z). Thus, any polynomial f(x) € F[x] with root « is divisible by g(«). This proves
that mq r(z) = g(z), completing the proof. O

Corollary 4.11. If L/F is an extension of fields and « is algebraic over both F' and L, then

Mq,r(z) divides mq p(z) in L[z].

Proposition 4.12. Let a be algebraic over F, and let F(a) be the field generated by o over F.
Then
F(a) ~ Flz]/(ma,r(z))
so that in particular,
[F(a) : F] = degmg,r(z) = deg o

Theorem 4.13 (Tower Theorem). Let FF C K C L be fields. Then

[L:F|=[L:K|K:F]

Proof. The proof proceeds as follows. Let («;) be a basis for L over K, and let (;) be a basis for
K over F. The elements of L are of the form > a;«;, with a; € K. Similarly, the elements a; are
of the form )" b;3; with b; € F. Thus, elements of L are of the form ) ¢;;;0; - thus «;; span L.
Now, consider the linear relation )" ¢;jo;8; = 0. As the elements §; and «; are both basis, it can

be shown that ¢;; = 0, thus elements «;3; are a basis for L over F, and the theorem follows. O

Definition 4.14 (Splitting Field). Let F be a field. The extension field K of F' is called splitting
field for the polynomial f(x) € Flx] if f(z) factors completely into linear factors (or splits com-
pletely) in K[x] and f(x) does not factor completely into linear factors over any proper subfield

of K containing F'.

Theorem 4.15. For any field F, if f(z) € F[xz], then there exists and extension K of F which is
a splitting field for f(x).
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Proposition 4.16. The splitting field for a polynomial of degree n over F is of degree at most n!

over F.

Proposition 4.17 (Uniqueness of splitting fields). Any two splitting fields for a polynomial f(x) €

Flz] over a field F are isomorphic.

Proof. Take ¢ to be the identity mapping from F to itself and E, E’ in the isomorphism extension
theorem to be the two spitting fields for f(z).
The proof proceeds by inducting on n, the degree of the extension of the splitting field. O

Definition 4.18 (Separable Polynomial). A polynomial over F' is called separable if it has no

multiple roots. A polynomial which is not separable is inseparable.

Corollary 4.19. Every irreducible polynomial over a field of characteristic 0 (e.g. Q,Z,Q) is
separable. A polynomial over such a field is separable if and only if it is the product of distinct

irreducible polynomials.

4.1. Finite Fields. A finite field F is a field with a finite number of elements. A finite field
has characteristic p for some prime p, and so is a finite dimensional vector space over F,. If the

dimension of the extension [F, : F] = n, then the finite field has p" elements.
Proposition 4.20. Let F be a field of characteristic p. Then for any a,b € F,
(a+b)P =da? +b” and (ab)? = dPb?
Alternatively, the map p(a) = aP is an injective field homomorphism from F to F
Proof. Use the binomial theorem, and note that (f) ,4=1,2,...,p—1is zero in characteristic p. [
Definition 4.21. The map (a) = a? is called the Frobenius endomorphism of F'.

Corollary 4.22. If F is finite of characteristic p, then every element of F is a p** power in F -

notationally, F = [P

Proof. This follows from the injectivity of the Frobenius endomorphism - as [ is finite, an injective

function is surjective. O

The field K is said to be separable over F if eery element of K is the root of a separable

polynomial over F'. Equivalently, the minimal polynomial over F' of every element of K is separable.
4.2. Cyclotomic Extensions.

Definition 4.23 (Cyclotomic Extensions). The extension Q((,)/Q generated by the n*! roots of

unit over Q is called a cyclotomic extension.
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Definition 4.24 (Cyclotomic Polynomial). The n'" cyclotomic polynomial ¢, (z) is defined as the

h

polynomial whose roots are the primitive n'" roots of unity, which is of degree ¢(n).

Example 4.25. For p prime, the p'* cyclotomic polynomial ®,(x) is given by

P —1
(P =
p() r—1
For example, ®5(z) = 2* + 2% + 22 + oz + 1.
Corollary 4.26. We have that
z" —1
P,(r) = ——
(@) Hgjn®@a(w)

Theorem 4.27. The cyclotomic polynomial ®,(x) is an irreducible monic polynomial in Z[x] of
degree p(n).
Proof. 1f ®,(z) is reducible, there exist f(z), g(x) € Z[z] such that

O (z) = f(z)g()

where we take f(x) to be an irreducible factor of ®, (). Let ¢ be a primitive n'" root of 1 which
is a root of f(x) (so that f(x) is the minimal polynomial of ¢ over Q) and let p denote any prime
not dividing n. Then (? is also a primitive n*® root of 1, and hence is a root of either f(z) or g(x).

Suppose g(¢?) = 0. Then ( is a root of g(zP), and since f(x) is the minimal polynomial for ,
f(z) must divide g(zP) in Z[x], say

Reducing modulo p gives

in Fplz].
By the remarks of polynomials over finite fields, we have
g(a") = (g(x))?
so we have the equation
(g(2))" = f(2)h(x)
in the UFD F,[z]. it follows that f(z) and g(x) have a factor in common in F,[z].

Now, from @, (z) = f(z)g(z) we see by reducing modulo p that ®,(z) = f(z)g(z), and so we
have that ®,,(z) has a multiple root. But then also 2™ — 1 would have a multiple root over F,, since
it has @, () as a factor. This is a contradiction since we have that ™ — 1 has n distinct roots over
any field of characteristic not dividing n.

Hence ¢P must be a root of f(z). Since this applies to every root ¢ of f(z), we must have that
¢% is a root of f(z) for every integer a relatively prime to n. This means that every primitive n'"

root of unity is a root of f(z), and thus f(z) = ®,(z), showing the @, (x) is irreducible. O
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4.3. Constructible Numbers. We now explore the set of numbers that can be constructed by a

ruler and compass. Constructible numbers are completely classified by the following theorem.

Proposition 4.28. If the element o € Q is obtained from a field FF C Q by a series of compass
and straightedge constructions then [F(a) : F] = 2F for some integer k > 0.

Proof. If a number is constructible, then there is a chain of subfields Q C F, C F; C --- C F,,
such that each field F; is constructed by adjoining the square root of an element a;_1 € F;_1, i.e.
F; = F;_1(y/a;—1). This is an extension of degree one (if a;_1 is a square in F;_1) or of degree two.
Thus, by the Tower Theorem, we have that the overall extension degree is a power of two, and the

proposition follows. O

5. GALOIS THEORY

Definition 5.1 (Automorphism). Let K be a field.

e An isomorphism o of K with itself is called an automorphism of K. The collection of
automorphisms of K is denoted Aut(K).
e An automorphism o € Aut(K) is said to fix an element o € K if o(a) = a. If F' is a subset

of K, then an automorphism o is said to fix F if it fixes all the elements of F.

Definition 5.2. Let K/F be an extension of fields. Let Aut(K/F) be the collection of automor-
phisms of K which fix F'.

Proposition 5.3. Aut(K) is a group under composition and Aut(K/F) is a subgroup.

Proposition 5.4. Let K/F be a field extension and let o« € K be algebraic over F. Then for any
o € Aut(K/F), o(a) is a root of the minimal polynomial for o over F, i.e., Aut(K/F) permutes
the roots of irreducible polynomials. Equivalently, any polynomial with coefficients in F with o as

a roots has o(«) as a root.
Proof. The proof is simple by noting that ¢ is a homomorphism fixing F'. O

Proposition 5.5. Let H < Aut(K) be a subgroup of the group of automorphisms of K. Then the
collection F of elements of K fixed by all the elements of H is a subfield of K.

Proposition 5.6. Let E be splitting field over F of the polynomial f(x) € Flx]. Then
|Aut(E/F)| < [E: F)
with equality if f(x) is separable over F.

Definition 5.7 (Galois Extension). Let K /F be a finite extension. Then K is said to be Galois
over F' and K /F is a Galois extension if |[Aut(K/F)| = [K : F]. If K/F is Galois, then the group
of automorphism Aut(K/F) is called the Galois group of K /F, denoted Gal(K/F)
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Proposition 5.8. If K is the splitting field over F of a separable polynomial f(x) then K/F is

Galois.

Corollary 5.9. The splitting field of any polynomial over Q is Galois, since the splitting field of
f(z) is clearly the same as the splitting field of the product of the irreducible factors of f(x).

Definition 5.10 (Galois group of a polynomial). If f(x) is a separable polynomial over F', then
the Galois group of f(z) over F' is the Galois group of the splitting field of f(z) over F.

We now prove a fundamental relation between the orders of subgroups of the automorphism

group of a field K and the degrees of the extensions over their fixed fields.

Theorem 5.11. Let G be a subgroup of the automorphisms of a field K and let F be the fized field.
Then
K F| =[G

Proposition 5.12. Let K/F be any finite extension. Then
|[Aut( K/F) < [K : F]

with equality if and only if F is the fixed field of Aut(K/F). Alternatively, K/F is Galois if and
only if F is the fized field of Aut(K/F).

Theorem 5.13. The extension K/F is Galois if and only if K is the splitting field of some
separable polynomial over F'. Furthermore, if this is the case then every irreducible polynomial with

coefficients in F' which has a root in K is separable and has all its roots in K.

Theorem 5.14 (Fundamental Theorem of Galois Theory). Let K/F be a Galois extension and set
G = Gal(K/F). Then there is a bijection from (subfields E of K containing F') and (subgroups H
of G), given by the correspondences (the field E mapping to the elements of G fizing E) and (H
mapping to the fized field of H) which are inverse to each other.
Let FCECK and 1 < H <G = Gal(K/F), where E is the fixed field of H. Under this

correspondence,

o [K:E|=|H| and [E: F]=|G: H|, the indezx of H in G.

e K/FE is always Galois, with Galois group Gal(K/E) = H.

o F is Galois over F if and only if H is a normal subgroup in G. If this is the case, then the

Galois group is isomorphic to the quotient group
Ga(E/F)~G/H

Definition 5.15 (Cyclic Extensions). An extension K/F is said to be cyclic if it is Galois with a

cyclic Galois group.
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Proposition 5.16. Let F be a field of characteristic not dividing n which contains the n** roots of

unity. Then the extension F(/a) for a € F is cyclic over F of degree dividing n.

Proof. The extension is Galois over F if F contains the n'® roots of unity since it is the splitting
field for 2™ —a. For any o € Gal(K/F), o( {/a) is another root of this polynomial, hence o( {/(a)) =
¢y ¥/a for some root of unity ¢,. This gives a map
v: Gal(K/F) — py
0= G

where j,, denotes the group of n*® roots of unity. Since F contains p,, every n'® root of unity is
fixed by every element of Gal(K/F'). Hence

or(/a) = o(¢, ¥a)
= Go(/a)
=G a
= GG a

which shows that (,- = (,(;, so the map above is a homomorphism. The kernel consists of precisely
of the automorphism which fix {/a, namely the identity. This gives an injection of Gal(K/F) into

the cyclic group p,, of order n, which proves the proposition. O

Theorem 5.17. Any cyclic extension of degree n over a field F' of characteristic not dividing n
which contains the n'* roots of unity is of the form F({/a) for some a € F.

Definition 5.18 (Solvable by radicals). An element v which is algebraic over F' can be expressed
by radicals or solved for in terms of radicals if a is an element of a field K which can be

obtained by a succession of simple radical extensions
F=KyCcK,C---CK

where K1 = K;( 7/a;) for some a; € K;, and ~/a; is some root of the polynomial 2™ — a;. Such
a field K is a root extension of F.
A polynomial f(x) € F[z] can be solved by radicals if all its roots can be solved for in terms

of radicals.

Definition 5.19 (Solvable Groups). A group G is solvable if there is a chain of subgroups
1=Gy<G1<Gy<---<1Gs =G

where each G; is normal in G,41 and the quotient groups G;y1/G; is abelian for all i.

Corollary 5.20. The finite group G is solvable if and only if for every divisor n of |G| with
ged(n, %) =1, G has a subgroup of order n.
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Corollary 5.21. Let N be normal in G. If N and G/N are solvable, then G is solvable.

Theorem 5.22 (Solvability of a polynomial by radicals). A polynomial f(x) is solvable by radicals

if and only if its Galois group is a solvable group.
Proof. IMPORTANT PROOF O

Corollary 5.23. The general equation of degree n cannot be solved by radicals for n > 5. For

n > 5 the group S, is not solvable.
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